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Abstract—Computers, smartphones and many technologies nowadays are automated. Everybody is using the technology, therefore the need to make computers understand human languages (natural languages) is essential. That has made recognizing speech an important field of research. In this paper, a new model is proposed to recognize Arabic speech using Fast Fourier Transformation (FFT), fuzzy logic and neural network (NN). The reason of using fuzz inference system (FIS) is to help the user in choosing the optimum weight for the Feed Forward neural network. In order to test the proposed speech recognition system, a dataset was generated from six human voices (2 men, 2 women and 2 small girls), each one of them uttered two Arabic words 50 times. The model has been tested using two Arabic words with the same voices. The model gave 98% accuracy.

Index Terms—Arabic speech recognition, fuzzy logic, neural network, Fast Fourier Transform, MATLAB.

I. INTRODUCTION

Nowadays with the large growth in automated systems and the need to make computers more friendly and easy to deal with, there is a need to make computers understand natural languages [1] so that it can take orders from people through natural languages.

Speech recognition is a very important area thus, it helps to extract features from a speech signal and convert it to a language computers can understand [2].

In order to deal with a speech signal, a number of steps must be done [3]. The first step is to take a speech signal in an analogue form [4] then convert it to a digital form. Many techniques are used to convert an analogue signal to a digital signal [5]. The technique that is used in this paper is the Fast Fourier Transform (FFT) [6]. Afterwards, these modified words are going to be used in the training model. Feed Forward neural network is used to train the model, and according to this model an input target is required and an initial weights are also required to train the model. In MATLAB the initial weights are set randomly. After training the model, a set of weights are gained, thus in neural network to gain the optimal weight there is a need to train the model many times. In this paper, a fuzzy inference system is used to classify these obtained weights from the training times into different classes. Therefore, the FIS is used to choose the optimum weights for the NN.

This model is tested using two Arabic words (شاكراً، مرحباً) (Chokran, Marhaman). The first word means hello and the second word means thank you. Each word is uttered 50 times by two males, two females and two children. The total number of generated train data is 500.

This paper is organized as follows, section II presents a literature review of speech recognition models using fuzzy logic and describe the difference among these models. Section III describes the proposed hybrid speech recognition model. Section IV describes the dataset used in this paper. Section V discusses the performance evaluation of the proposed methodology. Section VI concludes the paper. Finally, section VII describes the future work.

II. LITERATURE REVIEW

A number of models have been proposed to recognize speech. In this paper the focusing is on speech recognition using fuzzy logic with other tools. This section presents a brief description of models that uses fuzzy logic and other tools to recognize speech. The section also presents a comparison between these models according to different criteria.

Speech recognition for Arabic language:

Researchers in [7] proposed a methodology to recognize the speech in their model using Hidden Marcov Model (HMM). They used neural network in their work to recognize Arabic isolated speech database and to compute the performance and compare it with 910 discrete HMM, hybrid Hidden Marcov Model / Multi-Layer Perceptron (HMM/MLP). They used the MLP to evaluate the HMM output probabilities and hybrid “FCM/HMM/MLP” approaches using the Fuzzy C-Means (FCM) algorithm to chunk the phonetic vectors. They used two kinds of data; the first dataset contained about 30 speakers. The words they uttered were their first name, their last name and were they live. Each word was repeated 10 times. The second database was specific words (view/new, save, save as/ save all) where each speaker repeated the words 10 times, thus the overall dataset consisted of 3900 words (3000 for training and 900 for cross validation to calculate the
The learning rate. In their work, the results shows that the hybrid model is better than the discrete model.

**Speech recognition for Turkish language:**

Researchers Avci and Akpolat [8] conducted a study that recognized speech. They applied an adaptive feature extraction method to extract the words (tokens) and a combination of wavelet packet signal processing and an adaptive network based fuzzy inference system (WPANFIS) to recognize single words. The reasons for using the wavelet signal processing were (1) the window size can be varied, (2) being enormous for slow frequencies and (3) it is used for irregular signals. The WPANFIS system was created from wavelet packet processing, artificial neural network and fuzzy logic. The authors tested their study using 20 individual Turkish speakers. The database contained 25 Turkish words. They used 500 words for training and for testing they used 2000 words with noise. The results of right classifications of words were about 92% for the sample.

**Speech recognition for Japanese language:**

In [9] a rule-based method was used to recognize the phonemes in the speech. The neural network was used to extract the features from the phonetics, and the learning algorithm that was used to learn the neural network was the back propagation algorithm. The output that was generated from the neural network was then used as an input to the fuzzy logic. The fuzzy logic were used to recognize the phoneme.

**Speech recognition for Spanish language:**

In [10] they used the feedforward neural network with one hidden layer to analyze the speech for unknown speakers. The learning algorithm they used to learn the neural network was Resilient Backpropagation (trainrp). A set of type-2 fuzzy logic rules was used for decision making to solve uncertainty. They also used genetic algorithm to optimize the number of layers and the nodes in the neural network. The dataset they used was in Spanish. They used 20 different words uttered by three different speakers. They also reduce the computation time by using modularity in their approach.

**Speech recognition for German language:**

In [11] the authors aimed to study the emotions from the speech signal; the technique they used to recognize the emotions was a neuro-fuzzy network with a weighted fuzzy membership function (NEWFM). In their study, they tried to classify four kinds of emotion signals. The feature extraction was done by the PRAAT software. They used NEWFM to select the feature from the speech signals and to create the fuzzy classifiers (FC). Three types of FCs were acquired at the end of training (FC1, FC2, and FC3) which was classified as high-and-low-arousal emotions, anger-joy, and sorrow-neutral emotion. The dataset was used is the Berlin Emotional-Speech Database, which contains five males speakers and five females speakers. In this work the authors focused on female voices. The dataset also contains seven types of sentiments which were anger, tedium, sickness, panic, joy, sorrow, and a neutral emotion.

A comparison among these different models with respect to many features is illustrated in table 1. Table 1 explains the dataset the authors used in their models to train and test their systems. The features and criteria that was used in the comparison includes the following:

- Gender and number of dataset speakers,
- The number of word repetition if any,
- The total number of words used for training and testing,
- The language of the data set,
- What tools are used to preprocess the words to make it ready to be used in the model, and finally
- The performance of each algorithm.

### III. THE PROPOSED MODEL

In this paper, a new model is proposed to recognize speech based on fuzzy logic and Feed Forward neural network.

The first step that must be done in speech recognition is the speech preprocessing. The speech sounds that are going to be used in the model must be transformed from one shape to another [12]. Figure 1 shows the block diagram for a typical speech recognition model. Speech signals are continues [13] which means that the words are in analogue form. In order to deal with these signals we have to transform them into digital form [14]. The size of the sound wave is also large and there is a need to reduce the size of the wave. In this work, Fast Fourier Transform (FFT) is used to transform the signal from analogue to digital form. Figure 2 shows the FFT MATLAB code used for the transformation. The reason for using FFT over the discrete Fourier transform (DFT) is the time efficiency. In FFT the redundant calculations which DFT has are removed [15].
Figure 1: Common speech recognition model

Figure 2: The FFT MATLAB code

Figure 2 shows the training sound data set are being preprocessed and the features are extracted from them by using the FFT transformation. Line 6 generates the zero matrixes to save the FFT (preprocess result). Line 9 shows the outer loop to run 2 times because we have two words. Line 11, creates a string as the name of the current sample indexed by the outer loop variable and the inner loop variable. Line 12, get all sample values. Line 13, extract the required sample from all samples. Line 14, generate the matrix that contains speech region by dividing the norm of the sample vector. In Line 15, moving window size. Lines 17-24: get the values of the moving window with overlap of 0.5 *window size then FFT and save values in the suitable place in the fft0 matrix mentioned above.

The vector size of the extracted information is [1x50] which means that the size of the sound sample is reduced by extracted the most important features which are the frequency elements which are the most 50 frequency elements in the sound wave. All of these samples are saved in a matrix called fft0 as shown in figure 3, which presents a small part of (sample) fft0 output. In neural network we have to feed the inputs column by column and the data existed in fft0 is row by row as shown in figure 3 where each row represents the features of each sound in the sample. Figure 3 shows the size matrixes as 500*50. Rows are the samples and columns are the features extracted for each sample. From this figure we can see that each sample has 50 features extracted in the form of (row vector). Therefore, a transpose will be done on this matrix in order to fit it as an input to the neural network.

Feed forward neural network is used with random initial weights to take the error from the training model. In the proposed methodology, the neural network is trained 1000 times. Figure 4 shows the first neural network training MATLAB code. The neural network will work in parallel with the fuzzy inference system. The first step is the construction of NN and to initialize the NN with suitable parameter values for number of epochs, initial weights, input data and target data. Thereafter training the model as many times as needed to obtain good results.

In the example code explained above, the number of training time is set to 10 for demonstration purposes only. But at the actual training which was done to get accurate results was 100 times. This number could be in thousands to get more accurate results, since it needs the estimation of many parameters such as the NN weights. The FIS is used to simplify finding the best weights suitable for the NN model.

Figure 5 shows the neural network structure. The error generated from the neural network is fed into the FIS each training time.
These errors are entered into the FIS in each loop. The MATLAB fuzzy model is shown in figure 6. The inputs to the fuzzy inference system are the error fuzzy variable and FFT converted dataset. The fuzzy values used for the error variable are six values ordered from very good to very bad as it shown in figure 7. The second input was the dataset after converting it to a fuzzy variable. Figure 8 shows the linguistic values used for the second input. These two inputs are generated from a customized function which is used for classification and feature extraction [16]. The fuzzy inference system uses the set of rules that are shown in figure 9. The reason for using the fuzzy inference system is to choose the optimal weights to the neural network, therefore, the time required to choose the best optimal weight is reduced.

Thereafter, the output of the fuzzy inference system is the initial weights that are going be fed to the neural network. The type of neural network is feed forward. The algorithm that is used to train the neural network is learngdm. The number of hidden layers are two and each layer has 5 neurons, thus the number of iteration required to train the neural network is large. Figure 5 illustrate the structure of the neural network.

The overall model is shown in figure 10. The first step is the preprocessing step, which is done using the FFT transform, then the neural network is trained 1000 times. The output of the neural network is fed into the fuzzy logic inference system with the training dataset after converting it to a fuzzy variable. The fuzzy inference system will help in
choosing the optimal NN weights instead of choosing it manually.

Figure 9: The fuzzy rule set

IV. DATASET

The dataset is made of 500 words of (Chokran and marhaba) with 250 each. Different speakers (2 men, 2 woman and 2 small girls) with 50 features each where feature are frequency elements. The data input size is 500*50 which is transposed into 50*500 when entered into the NN model.

V. PERFORMANCE EVALUATION

In this paper a new model is being proposed to recognize Arabic speech. This model uses the FFT transform, fuzzy logic and neural network.

The dataset has been used to train the system which consists of two Arabic words (شكرنا، مرحبا). Each word is uttered 20 times, which makes the total number of training words equal 500 words. The speakers are a female, a male and a small girl.

Table 1: comparison between speech recognition models

<table>
<thead>
<tr>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Speakers</th>
<th>Word repetition</th>
<th>Total words number</th>
<th>language</th>
<th>Signal preprocessing</th>
<th>Tools used with fuzzy logic</th>
<th>results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td></td>
<td>speakers first, last names, and where they live</td>
<td>view/new, save, save as/save all</td>
<td>30 speakers</td>
<td>10 times</td>
<td>3000 for training 900 for testing</td>
<td>Arabic HMM neural network</td>
<td>The hybrid model is better than the discredit model</td>
</tr>
<tr>
<td>[8]</td>
<td>25 Turkish</td>
<td>-</td>
<td>20</td>
<td>500</td>
<td>Turkish</td>
<td>wavelet packet</td>
<td>an adaptive</td>
<td>92%</td>
</tr>
</tbody>
</table>
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The training dataset has been preprocessed and the features of these words have been extracted using FFT filter. The training words are fed into the neural network after the preprocessing step.

This model has been tested using the same two words (Chokran and Marhaban). To test the sound words, the test words must be preprocessed using FFT in the same way as the training dataset.

The trained neural network is used for testing. Figure 12 shows the test data preprocessing code. Line 1 is used to load the saved weights to be inputted to the NN trained model. Line 2 is to set the parameters of the NN. In line 3, X is the output of the trained model with input (fft_test) which contains the test sample values. In line 4, rounding result to get either 1 or 2 describing each word. Lines 5-15 check if the output is 1 then show the word ‘chokran’ and play sound to view the result, else do the same for the other word ‘marhaba’.

![Figure 12: results of one testing word](image)

Figure 11: Code for testing data preprocessing

The proposed model recognize all the testing data, therefore the speakers of testing data are the same speakers as training data, which make the recognition easier for the neural network than making the test with different speakers. Figure 13 shows the result of testing one word of the model. The figure shows that the output matched the target of the neural network. The accuracy of the model is 98%. If we test this model on different speaker sounds then the accuracy may be reduces.
VI. CONCLUSION

In this paper a new model has been proposed to recognize Arabic speech. The sound words have been preprocessed using FFT transformation, the neural network has been trained 10 times to extract the errors so that these errors can be used as an input to the fuzzy system so that the fuzzy inference system will generate from the fuzzy system an optimized initial weight instead of starting with random initial weights so that these generated weights are used to train the neural network. The model has been tested using two Arabic words from three different persons. Each has uttered the two words 50 times. The results shows that the accuracy was 98%. The test dataset is uttered by the same speakers for the training dataset which made the recognition easier in the neural network.

According to this proposed model, there is still a need to reduce the number of epochs and the training time for the neural network. The future work will be to enhance the neural network initial weights through the use of FIS. The FIS would be applied to generate the optimal initial weights thus the training time could be reduced. Furthermore, the FIS could be used to determine the termination of the training model. The FIS can also be used to classify the NN weights and determine the optimum set of weights.
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